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• So far, we’ve used text analysis to predict properties of the 
text or author:

‣ topic (e.g., science- vs. sports-related)

‣ opinion (e.g., positive vs. negative)

‣ emotional state (e.g., happy vs. sad)

‣ stance (e.g., pro-life vs. pro-choice)

‣ political affiliation (e.g., liberal vs. conservative)

• Text analysis can also be used to detect on-going “real-
world” events or to predict future events

Text-based Forecasting
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• Detecting on-going “real-world” events

‣ consumer confidence

‣ candidate approval ratings

‣ newsworthy events (e.g., natural disasters) 

‣ drug side-effects

‣ demographic information

‣ people’s habits and moods

‣ consumer engagement with a product (viewers)

‣ identifying influential “players”

‣ traffic

‣ ....

Detecting on-going Events
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• There exist alternative methods for detecting on-going 
events (e.g., polls, surveys, eye-witness reports, hospital 
records, financial reports, ...)

• However, they have limitations

‣ expensive

‣ delayed response

‣ localized

‣ intrusive/disruptive

‣ ....

Detecting on-going Events
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Predicting Future Events

• Predicting future events

‣ stock price movements

‣ election results

‣ voter turnout

‣ product sales or, more generally, product demand

‣ consumer spending

‣ socio-political unrest

‣ ....
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• Webpages

• News articles

• Blogs

• Tweets

• Search engine queries

• Facebook posts, comments, likes, connections, etc.

• Linked-in actions (e.g., cross-company connections)

• Event transcriptions (e.g., http://www.fednews.com/)

• ....

• Discussion: how are these different and what are they 
good for?

Sources of (Textual) Evidence



7

Examples
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Examples
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• Stream of textual data + target signal

• Temporal window (depends on the task, on-going or 
future outcome)

• Method for identifying the ‘relevant’ elements

‣ Can be tricky (e.g., predicting Facebook stock price 
using tweets)

• Sentiment or topic analysis of individual datapoints

• Data point aggregation

• Classification or regression algorithm

Basic Ingredients
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• The text contains enough signal to predict the outcome

• Correlation, not causation

• Errors at the micro-level do not necessarily translate to 
errors at the macro-level as long as the errors are 
independent given the target outcome value

‣ example: mood prediction

General Assumptions
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Reading the Markets

• K. Lerman, A. Gilder, Mark Dredze, and F. Pereira. 
Reading the Markets: Forecasting Public Opinion of 
Political Candidates by News Analysis. In Coling ’08.
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• Input: news articles

• Outcomes:

‣ public opinion about presidential candidates in the 
2004 election (e.g., Kerry, Bush)

‣ public opinion surrogate: on-going “stock” price for a 
candidate ($1 awarded for every winning stock) in a 
prediction market

• Motivation: public opinion can be predicted based on the 
topics covered in the news (not just sentiment)

Reading the Markets
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Prediction Markets
http://tippie.uiowa.edu/iem/markets/data_pres12.html
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• Task: predict whether the average daily price of a 
candidate’s stock will go up/down from today to 
tomorrow.

• Input: news articles and market data up to today

Reading the Markets
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• Motivation: public opinion may depend on the topics 
covered in the media

‣ e.g., mentions of “iraq” are bad for Bush

• Method: term counts generated from all of the day’s news 
articles (big document)

Reading the Markets
(1) unigram features
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Reading the Markets
(2) news focus features

• Motivation: while the news may cover an event for 
several days, public opinion may not shift. Thus, it seems 
important to model shifts in news focus (term frequencies)

• Method: compare each term’s frequency today with the 
average frequency in the past three days

• Values > 0 indicate increase in focus; values < 0 indicate 
decrease in focus
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Reading the Markets
(2) news focus features
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• Motivation: public opinion may depend on the topics 
associated with a particular candidate

‣ e.g., the term “scandal” may be bad for Bush, but only 
if it is associated with Bush (and not Kerry)

• Method: identify sentences that mention only one 
candidate (e.g., Bush) and construct features by 
combining the candidate with all content words in the 
sentence

• Example: “Bush is facing another scandal” would be 
associated with features bush_facing and 
bush_scandal

Reading the Markets
(3) entity features
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• Motivation: the previous feature representation cannot 
handle sentences that mention more than one entity

‣ e.g., “Bush defeated Kerry in the debate”

• Method: generate features from a dependency parse of the 
sentence

Reading the Markets
(4) dependency features

(output from stanford parser: http://nlp.stanford.edu:8080/parser/)
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• Motivation: the market has a “natural” flow (independent 
of news).

‣ e.g., a candidate who is doing well will continue doing 
well.

• Method: train a regression model to predict today’s 
change in market price based on the market price of the 
past few days and use this classifier’s prediction as a 
feature

Reading the Markets
(5) market history feature
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• On-line Evaluation: Given data up to start-of-day t, make 
a prediction for end-of-day t. Move to t + 1 and increase 
training set.

• Metric: percentage of best possible profit. Takes into 
account direction and magnitude.  In the range [0,1]

Evaluation Methodology
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Reading the Markets
results

• History: prediction based on prior three days

• Baseline: # of mentions of each entity as features
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Reading the Markets
results


